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Abstract—Analogical knowledge considers functional proper-
ties of objects in contrast to literal similarity which compares the
degree of featural overlap. A classical example from Gentner’s
structure mapping theory is “An electric battery is like a reser-
voir” [1]. Acquiring analogical knowledge in a computational
approach is a challenging task. In this paper, we present a
solution that combines learning with knowledge engineering. The
proposed knowledge discovery approach uses word embeddings
to learn analogy on workflow tasks. The resulting knowledge is
integrated with an ontology for the purpose of workflow transfer
across application domains. A case study is conducted on the two
example domains ’passenger and baggage handling at the airport’
and ’SAP warehouse management’. The experimental results on
comparing the computational analogy with a golden standard
from a knowledge engineering expert are quite promising and
provide a proof-of-concept for the feasibility of the approach.

I. INTRODUCTION

During quarantine times, digital transformation is being per-
ceived on a growing scale and becoming a matter of concern
in almost every business. Appropriate business processes are
an important part of a business strategy that matches the
challenges of digital transformation [2]. For instance, during
a pandemic people stay more at home and order goods online
instead of shopping in retail shops. The growing amount of
online business is a challenging issue, especially for smaller
logistics and warehouse companies, as their operations are
more hands-on than well-organized. To stay competitive, they
need to use business process automation and workflow tech-
nology1. Designing workflows is a mandatory prerequisite for
this but a time-consuming and difficult task. Small companies
also sometimes lack the necessary know-how in designing
workflows.

AI methods have a huge potential to provide assistance
for workflow designers. A large body of research exists on
the reuse of workflow models by process-oriented case-based
reasoning (PO-CBR) [4]. In PO-CBR, workflows are recorded
as cases that can be reused in a similar context. Case-based
reasoning is considered analogical reasoning within a partic-
ular domain [5]. Recently, analogical transfer of workflows
has been investigated also between different domains [6]. If

1Workflows are “the automation of a business process, in whole or part,
during which documents, information or tasks are passed from one participant
to another for action, according to a set of procedural rules” [3].

the source domain differs from the target domain, analogical
knowledge is required to transfer the procedural knowledge
that is stored in workflows from the source domain into the
target domain. Gentner [1] defines an analogy as “an assertion
that a relational structure that normally applies in one domain
can be applied in another domain.”

When we consider airport operators, who already use tech-
nologies to achieve digitalized processes [7], and compare
their activities with the warehouse domain, the task “load
luggage on transporter” as part of the passenger check-in
process of an airport has a corresponding task “load on truck”
in the target domain of warehouse logistics. Obviously, the task
can not be reused literally in the target domain but by analogy.
The workflows including the handling of bulky luggage might
be useful templates for modeling workflows on the outbound
of bulky goods in a warehouse. The tasks in the control flow
surrounding the luggage size check, sorting the luggage in
normal or bulky size and treating it accordingly, have also
corresponding tasks in the warehouse domain. Hence, the
analogical knowledge on tasks is extremely useful for an
automated or semi-automated transfer of entire workflows.

The elicitation of analogical knowledge on workflow tasks
is a challenging issue for knowledge engineers. This publica-
tion proposes a knowledge discovery approach for analogical
knowledge on workflow tasks. It uses word embeddings to ex-
tract computational analogy from documents. Computational
analogy denotes analogy that has been hypothesized by a
computational approach such as knowledge discovery. The
contributions of the publication are the following:

• a novel approach to employ machine learning for know-
ledge discovery using word embeddings

• an ontology-based approach to use the resulting ana-
logical knowledge across the boundaries of application
domains

• a case study with experiments on the two example
domains ’passenger and baggage handling at the airport’
and ’SAP warehouse management’.

The remaining paper has the following structure: In Section
2, we discuss some related work. The third section describes
the analogical transfer theoretically and explains it on samples
from the two examined domains. Section 4 introduces the



discovery of similarity-based knowledge in more detail. The
fifth section gives an overview on the data, experimental setup
and shows the results of our experiments. Finally, in Section
6 we draw some conclusions and give an outlook on future
work.

II. RELATED WORK

In the following, related work from two fields is discussed
that are highly relevant for this publication. First, some work
on ontology matching is considered. Second, the state of the
art on learning analogical knowledge is reported.

“Ontology matching aims at finding correspondences be-
tween semantically related entities of different ontologies.”
[8, viii]. Ontology matching has mainly been motivated by
the semantic heterogeneity problem. It occurs, for instance,
in the context of the Semantic Web when ontologies from
different origins are supposed to interoperate. On the one hand,
ontology matching has a diffenrent goal than our problem
since the desired correspondences in ontology matching are
based on similar features as described by Tversky [9]. Analogy
differs from literal similarity since it describes corresponding
functional properties in different contexts. In contrast to on-
tology matching, learning analogical knowledge aims to find
correspondences of functional nature. A well-known example
of an analogy is “An electric battery is like a reservoir”
[1]. The purpose of both is to store energy while their size,
material and color differ significantly. On the other hand,
bridging heterogeneity between ontologies is worth a deeper
discussion in the following since some of the basic findings
on ontology matching are also useful for handling analogical
knowledge. Euzenat & Shvaiko [8, p. 37] identify four types
of heterogeneity:
• syntactic (different ontology languages),
• terminological (variations in names),
• conceptual (difference in coverage, difference in granu-

larity, difference in perspective), and
• semiotic/pragmatic (intended use of the entities) hetero-

geneity.
In a broader sense, discovering analogical knowledge can
be considered bridging conceptual heterogeneity. Obviously,
different application domains like those in our analogical
transfer approach have a significant difference in coverage
since they describe different portions of the world (cmp.
the micro-theories in CYC [10] and their discussion with
respect to ontology matching in Benerecetti [11]). There are
commonalities in representing the results of ontology matching
and the results of learning analogy. Both can be formalized as
an ontology alignment. The research on ontology matching
has inspired our basic, relational representation form for
analogy. Further, ontology matching provides solutions for
further representational issues that might become interesting
in our future work, such as provenance or quality.

Very closely related work to our approach has been re-
ported in the literature on learning analogical knowledge.
Fam & Lepage [12] describe an approach to learn analogical
knowledge on the morphology of words from a text corpus.

The scope is slightly different from our work that focuses
on semantical analogy of workflow tasks. Fam & Lepage’s
approach is based on vectors of formal features of the words
like the number of occurrences of the different characters.
This method is similar to our work since both use statisti-
cal language modeling. However, our approach uses a word
embedding model in contrast to a vector model with rather
syntactic features. Further, the authors consider computational
analogy as a possible way of explaining unseen words, which
is a different goal than our goal of analogical transfer.

The three following approaches are examples of learning
analogical knowledge based on word embeddings like our
approach. The three approaches have in common that they
solve an analogical equation to fill empty cells in a pro-
portional analogy. Determining the solution of an analogical
equation for the proportional analogy (A is to B as C is to
?) via word embeddings in vector space models has been
proposed for the first time in [13]. In [14], the estimation
of the extent to which a candidate answer belongs to the
correct word class is considered in addition to the vector
space model. In [15], analogical clusters are produced from
an example seed cluster using word embeddings. Four types
of analogical relations are considered, including lexicographic
semantics like the hypernyms carrots : vegetables and cafe :
restaurant, encyclopedic semantics like the country-language
relation andorra : catalan , argentina : spanish and australia :
english as well as two types of morphological relations namely
derivational like seasonal : seasonally, modest : modestly
and inflectional like play : played, recover : recovered. The
latter approach has been very inspiring for our work since the
lexicographic and encyclopedic analogies go across domains
via the commutative property that holds in their work:

A : B :: C : D ⇔
{

A : B = C : D
A : C = B : D

.
In contrast to proportional analogies which comprise four

elements at least, our approach tries to find correspondences
between two analogical elements only, i.e. to find pairs of
corresponding workflow tasks where “A B is like an A” holds
according to Gentner’s structure mapping theory [1]. Further,
our approach for task names considers multi-word expressions
instead of single words.

III. ANALOGICAL TRANSFER

The goal of our work is to elicit analogical knowledge to
port procedural knowledge across domains. Prior to presenting
the novel knowledge discovery approach in Section IV, we
will sketch some basic ideas how the analogical transfer of
pocedural knowledge can be accomplished. Further details on
the transfer process are described in the literature [6].

Transfer learning (TL) addresses the question of “how the
things that have been learned in one context can be re-used and
adapted in related contexts” [16, p. 5]. The source domain DS

denotes the context in which knowledge is available at a rich,
mature level. The target domain DT provides a context where
the knowledge is sparse. In TL for PO-CBR, the procedural



knowledge to be transferred is contained in workflows. DS

comprises a large repository of workflows called WFS . The
workflow repository WFT in the target domain is small and
is to be enriched by a set of transferred workflows denoted by
WFT ′ .

Fig. 1. Interactive analogical transfer.

As depicted in Fig. 1, the transfer process is performed
by analogical transfer in an interactive manner. The user
is a workflow designer who aims to model workflows in
DT . The analogical transfer process creates entire workflows
or parts of workflows in WFT ′ from workflows in WFS ,
which are approved and further developed by the user. Ana-
logical knowledge provides the translation rules to transform
the workflows across the domains. Analogical knowledge on
workflow tasks is used to substitute tasks from DS by tasks
from DT . According to Gentner’s structure mapping theory
[1], analogical transfer preserves the relations between objects.
The order of tasks remains unchanged during transfer of
workflows.

We assume that an ontology O is available (or can be cre-
ated) as vocabulary for both domains. O covers the workflow
tasks and the data items of the workflows in WFS and WFT .
OS ⊆ O denotes the part of the ontology whose concepts
belong to the source domain DS . OT ⊆ O denotes the
concepts of the target domain DT . The analogical knowledge
is represented as a correspondence R ⊆ OS ×OT that aligns
concepts from OS to concepts in OT by analogy:

R = {(c, c′)|c′ is an analogy to c}. (1)

For example, Fig. 2 depicts a clipping of a workflow ’Lug-
gage handling departure’ in the airport operation domain. The
workflow is designed in Business Process Modeling Notation
(BPMN) [17]. It describes the handling of bulky luggage
previously to the departure of a passenger. If the size of the
luggage has been classified as ’bulky’ during luggage control
(’Control luggage’) the standard luggage handling procedure
(’Standard luggage handling’) using a conveyor belt system
is not appropriate. Instead, the luggage is moved to a special
loading area (’Move luggage to loading area’) where it is
loaded on a transporter (’Load luggage on transporter’).

This example can be ported from the airport operation
domain as a source domain DS to the warehouse domain DT .

Fig. 2. Workflow ’Luggage handling departure’ in BPMN.

Ideally, analogical knowledge on the four depicted tasks is
represented in R, including the following pairs:

(’Control luggage’, ’Inspect storage items’)
(’Control luggage’, ’Check incoming goods’)
(’Standard luggage handling’, ’Standard packaging’)
(’Move luggage to loading area’, ’Move to picking area’)
(’Load luggage on transporter’, ’Load truck’)

Each pair is regarded a substitution rule for tasks. A possible
result of using R to transfer the workflow clipping from
Fig. 2 is the artificial workflow in WFT ′ depicted in Fig. 3.
It addresses the inspection and handling of oversized cargo
during the outbound of goods from a storage.

Fig. 3. Artificial workflow ’Outbound of goods’ in BPMN.

IV. SIMILARITY-BASED KNOWLEDGE DISCOVERY

The proposed knowledge discovery approach aims to sup-
port the knowledge engineers in acquiring analogical know-
ledge on workflow tasks. Knowledge engineers may be ad-
vanced workflow designers who are users of the analogical
transfer as described in the previous section.

The knowledge discovery process generates computational
analogies Rcomp ⊆ OS ×OT :

Rcomp = {(c, c′)|c′ is a computational analogy to c}. (2)

Rcomp is hypothesized by means of a similarity function
sim : OS × OT → R which induces a ranking of all tasks
in OT for a source task in OS . Rcomp comprises the k best
matching tasks for each particular source task with respect
to sim. The computational analogies are presented to the
knowledge engineer source task by source task. An illustrating
sample is depicted in the discussion of experimental results in
Fig. 11. The human expert finally decides which task pairs are
retained from all potentially analogical tasks in Rcomp.

The similarity function for two workflow tasks is based on
the words that are contained in their task names:

sim(c, c′) = Φsim(wi, w
′
j). (3)



wi is a word as part of the sequence of words w1, ..., wl form-
ing the task name of c, w′j is a word in w′1, ..., w

′
m of c′, and

Φ is an aggregation function over a local similarity function
for words. The values for the local similarity sim(wi, wj) are
derived from a word2vec model [18] that provides vector space
embeddings of words. The embeddings are result of statistical
language modelling procedures.

The intuition behind this idea is the assumption, that if
single words have a similar context and hence are located close
to each other in a vector space, also the whole workflow tasks
can be analogically aligned, even if they are from different
domains. Hence, the provenance of the computational analogy
between tasks is a large text corpus.

V. EXPERIMENTS

In this work, we introduce word embeddings as a means
for computational discovering of analogical knowledge in
workflow tasks. As a proof-of-concept, we have conducted
a case study experiment using data from real workflow
repositories. The computational analogies Rcomp created by
our approach are evaluated in comparison to task analogies R
specified by a human expert. Three variants of Rcomp using
different similarity functions based on word embeddings have
been investigated. Our hypothesis for the case study is the
following:

Word embeddings are a suitable means to discover
analogical knowledge that aligns workflow tasks from
different domains.

The detected alignments can be used for transferring work-
flows from the source into the target domain. The transferred
knowledge can help the workflow modeller in creating new
workflows or adapting the sparse pre-existing models in the
target domain.

A. Experimental data

For our experiments, we use workflows from two different
domains: passenger and baggage handling at the airport as
DS and warehouse management as DT . The workflows in the
airport domain WFS are mainly based on Richter’s book on
baggage logistics at airports [19]. They describe passenger and
baggage handling, check-in procedures, transport of baggage
through the airport and loading into the aircraft. Following the
textual descriptions in the book, we modelled 30 workflows
with 124 different task descriptions. The base for WFT in
the warehouse domain is the SAP Best Practices Explorer
[20]. This repository contains 20 BPMN workflows with 149
different tasks, describing mostly inbound and outbound of
goods in/from various kind of warehouses, replenishment,
scrapping, inventory and consumption of materials during
production. Fig. 4 summarizes the workflow data in the ex-
perimental repositories. In our previous work [21], we showed
that processes from these two domains have sufficient overlap
and are suitable candidates for transfer learning.

Fig. 4. Summarization of workflow data in the experimental repositories.

For the training of word vectors, we use a corpus with
technical texts from various sources. In the airport domain
we used texts from [19], [22], [23], [24] and [25] describing
logistics at the airports, passenger movement and strategic
positioning of airports. The texts in the warehouse domain
[26], [27] describe mainly the SAP warehouse management
system and IT-based logistics. We input the texts with the
open source library Apache Tika2 and produced one big
string. This string serves as a base for the preprocessing step.
Preprocessing is an important issue in data preparation and
have a strong impact on the quality of results [28]. For our
purposes we use a pipeline with the following order:

1) Tokenization of sentences
2) Removing of not required punctuation and symbols
3) Tokenization of words
4) Removing of stop words
5) Lemmatization
Steps 1, 3 and 4 have been implemented by means of the

Python library Natural Language Toolkit (NLTK)3. Step 2 uses
the regular expression [ˆa-zA-ZäöüÄÖÜß] to filter out non-
character symbols of the German language. Step 5 is done
using the lemmatization module of the library spacy4. After
passing all the preprocessing steps the training corpus has the
size illustrated in Fig. 5.

Fig. 5. Summarization of training data

In this stage of our project, we decided not to use pretrained
word embeddings but train our own model. One reason is
that the domain specific corpus reaches higher coverage for
the test vocabulary (in the airport domain 76% and in the
warehouse domain 78%). Additionally, the technical texts help
in disambiguation of words. For instance the German word
’laden’ stands for ’loading’, which is correct in our context but
used in a common language it can have a misleading meaning
of a ’shop’. To obtain comparable results we preprocess
the test data with the same pipeline as the training data.
Especially removing stop words from the task labels and the

2https://tika.apache.org
3https://www.nltk.org/api/nltk.tokenize.html
4https://spacy.io/api/lemmatizer



lemmatization improves the chance to find correct alignments
between the tasks from the two examined domains.

B. Experimental set-up

In the next step, we train the Word2Vec model and calculate
word embeddings with the open source library Gensim [29].
The results are vectors for task words, which further can be
used for the determination of cosine similarity and the Word-
Mover’s Distance. In our experiments we compare the results
of following similarity functions:

a. Cosine similarity aggregated with Greedy algorithm
b. Cosine similarity aggregated with Kuhn-Munkres method
c. Similarity induced by Word-Mover’s Distance
For the first two methods we require local cosine similarity

values based on word embeddings. For the task examples
’Load the luggage on the transporter’ (in German ’Gepäck auf
Transporter laden’) and ’Load the truck’ (in German ’LKW
beladen’) the local similarity values between single words are
depicted in Fig. 6.

Fig. 6. Example of local cosine similarity values

Based on these local similarity values, we compute aggre-
gated values between the task pairs with the help of two dif-
ferent algorithms: Greedy and Kuhn-Munkres method. Greedy
algorithm provides results in a reasonable computational com-
plexity, but it does not always find the optimal solution. It is a
good approximation to Kuhn-Munkres algorithm, also called
the Hungarian method, which computes results in polynomial
time and always finds the optimum [30].

The Hungarian method is usually used for minimization
problems (for instance obtaining minimal costs in a cost
matrix) but it also can be applied for maximization. To find a
maximum we first negate the values in the matrix. To make it
nonnegative, we add the highest value from the initial matrix
to every negative value. In the next step we proceed the
Kuhn-Munkres method in the usual way and aggregate local
similarity values to a global similarity between the workflow
task pairs. Even though the two methods obtain similar results,
we decided to implement both of them for flexibility reasons.
In case of a huge amount of test data with very long task
labels, the Greedy algorithm is expected to provide good ap-
proximative results in a reasonable computational complexity.

The third method, Word-Mover’s Distance (WMD) is also
based on word embeddings [31]. The method is used for mea-
suring dissimilarity between two text documents. In WMD,
the document distance is formulated as a linear optimiza-
tion problem. The objective function calculates a minimum
cumulative distance considering the term frequencies in the
documents and the Euclidian distance of the according word
vectors from the Word2Vec model. In our experiments, we

consider workflow task names as documents and compute
WMD between the task pairs. The pairs with the shortest
cumulative distance are semantically similar and can indicate
an analogy between the task labels. For the computation we
use the method wmdistance() and use the negated distance
values as similarity values. We use Gensim’s implemenation of
the WMD [32] and the library PyEMD based on [33]. For the
above task pair example we depicted the Euclidean distance
||wi −w′j ||2 for the words wi from the German task name of
’Load the luggage on the transporter’ and the words w′j from
the German task name of ’Load the truck’ in Fig. 7.

Fig. 7. Euclidean distance between example word vectors used for WMD

Utilizing these methods we determine the most similar
task pairs from both domains and evaluate them against a
golden standard. The golden standard R is a collection of
100 alignments between the tasks from both domains. It was
created manually by a domain expert and is defined as follows:

R ⊆ OS ×OT

To illustrate the golden standard, Fig. 8 shows an excerpt
translated in English.

Fig. 8. Excerpt from golden standard

In the evaluation, we determine how many task pairs from
the golden standard are comprised under the k-best matchings
and compute the accuracy A defined in the following equation:

A =
|Rcomp ∩R|
|R|

(4)

Like for conventional accuracy measures, the values of
A remain between 0 and 1 under the assumption that the
maximum number of analogical pairs in R with the same
source task does not exceed the number k of best matchings
recorded in Rcomp (cmp. Section IV).

C. Experimental results

The results of our experiments are summarized in Fig. 9
and Fig. 10. Fig. 9 shows how the three similarity functions
perform depending on the level of k. For example, when



we consider the 5 best matchings, the Kuhn-Munkres algo-
rithm and the WMD detect approximately 40% of the golden
standard alignments. It seems that chosing different similarity
measures has only little impact on the accuracy of the results.

Fig. 9. Model comparison

If we look at the accuracy values for k higher than 10,
the model detects only slightly more alignments from the
golden standard. For reasons of readability for the knowledge
engineers, we have chosen to restrict k to 10. Fig. 10 shows
the accuracy in % for k ≤ 10.

Fig. 10. Accuracy in %

In addition, the deeper analysis of the results shows that
especially for higher similarity values the model is also able
to find alignments that are not in the golden standard. But
at a closer look they comprise task analogies in a broader
sense and can serve as a good suggestion for the modeler
who creates workflows in the target domain. Fig. 11 shows the
10 best matching suggestions for the task ’Load luggage on
transporter’ aggregated with Kuhn-Munkres method. The best
two results are marked dark grey and are direct hits, means
they are comprised in the golden standard (compare Fig. 8).
The light grey marked tasks are not in the golden standard
but they are analogical in a wider sense. They also could
serve as a suitable suggestion for a workflow designer. The

remaining task suggestions with no marking are not usable.
The aggregated similarity values are based on German word
embeddings, the task names are translated into English for
better understanding.

Fig. 11. 10 best matchings aggregated with Kuhn-Munkres method

Consequently, we are conviced that word embeddings are a
suitable means to find computational analogies between task
pairs. One of the limitations of our approach is the coverage of
the test vocabulary in the training corpus. Not covered words
produce null values in the measurement of local values and
hence affect the aggregated results. In the future, we consider
to accomodate pretrained models and expand them with our
technical texts to reach higher coverage and examine the
impact on the accuracy. Another issue worth considering is the
specification of a threshold for aggregated similarity values. A
threshold might reduce the amount of detected alignments but
provide more accurate results.

VI. CONCLUSION

In this paper, we presented a knowledge discovery approach
for analogical knowledge on tasks from different workflow
application domains. The computational analogy is detected
by means of vector embeddings learned from texts. It serves
as a modeling assistance for knowledge engineers preparing
the knowledge resources required for the analogical transfer
of workflows. Some experiments have been conducted in a
case study comparing the computational analogy Rcomp with a
golden standard analogy R comprising 100 pairs of analogical
workflow tasks. In absolute terms, the accuracy values in the
experimental results seem not very competitive. Indeed they
are quite promising with respect to their intended purpose.
Suggesting half of the task pairs contained in the golden
standard to the knowledge engineers provides a valuable
support and a significant reduction of knowledge engineering
efforts. The contribution highlights the huge potential of using
statistical language models such as word embeddings for
interactively supported knowledge engineering.

The analogical transfer of workflows is ongoing work. In
future work, we will investigate the integration of further
knowledge from the ontology with the discovery of ana-
logical knowledge on tasks. As reported in the literature



[6], generalization and specialization are suitable means for
workflow transfer. Replacing workflow tasks by generalized
tasks (for example “move luggage to loading area” by “move
item”) provides opportunities to use analogy between tasks
not only at the level of leafs in the ontology but also at higher
levels within the hierarchy of concepts. The discovery of such
structural analogy in OS and OT is really an exciting research
strand. Beyond the isomorphic transformation of workflows,
knowledge on abstraction and refinement could be learned.
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